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Introduccion

El proyecto FUTCAN, coordinado por el Centro Tecnoldgico CTC, desarrolla una
metodologia de aprendizaje distribuido para mejorar los procesos industriales
manteniendo |a privacidad de los datos. Esta metodologia se basa en el
Aprendizaje Federado (AF), permitiendo entrenar modelos de inteligencia
artificial (1A) utilizando datos de multiples clientes sin necesidad de compartir
informacion confidencial. En lugar de intercambiar datos sensibles, los clientes
solo comparten los pesos de los modelos de IA, asegurando que la informacion
sensible permanezca segura dentro del dominio de cada cliente.

Esta estrategia no solo optimiza el rendimiento de los modelos de manera
individual, sino que también mejora la inteligencia artificial en el sector industrial
en su conjunto. El estudio incluye simulaciones con arquitecturas distribuidas
utilizando datasets bien conocidos, como EMNIST y CIFAR-10. Los resultados
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muestran que este enfoque es prometedor para entornos industriales,
permitiendo aprovechar grandes cantidades de datos sin comprometer la
seguridad.
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Desafios actuales:

 Reglamento General de Proteccion de Datos (GDPR) [1].

 EU Al Act: primera regulacion de la 1A [2].

* Redes neuronales cada vez mas complejas en el estado
del arte [3].

En este estudio se propone un mediador en el servidor central de |la
arquitectura de AF para asegurar la compatibilidad y calidad de los
datos mediante la supervisiéon de anomalias/divergencia de los
modelos de IA compartidos y el seguimiento de regulacionesy
procedimientos como las normas ISO.

Figura 1. Arquitectura de Aprendizaje Federado con servidor central y cinco clientes sintéticos [4].

Resultados

Caso de uso:

¢ Dataset CIFAR-10 [5] de clasificacion de imagenes
ampliamente usado en Machine Learning.

¢ 10 clases divididas en 50000/10000 imagenes train/test.

*»* Tres clientes sintéticos y 10 rondas de comunicacion.

¢ Se considerd una red neuronal sencilla comun.
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Create an empty list weights _round to store the weights from the clients in the
current round.

FOR each client i in data_dict: o504

Assign initial_weights to model.

Retrieve the training data of client i, X_train and y_train.

Train model with X _train and y_train.

Obtain the trained weights weights client from model.

Store the weights weights_client of the client i in weights_round.
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Figura 2. Evolucion de las métricas de pérdida y precision en el conjunto de test para el dataset CIFAR-10.

ENDFOR | | | | Conclusiones

Create avg weights with the function ave weights(n_client, weights_round).

Update initial_weights with avg_weights for the next round. o Mejora del rendimiento predictivo de modelos de Machine Learning mediante
Store the aggregated model weights avg weights in save _weights. aprendizaje distribuido.

END FOR

o Garantia de privacidad y seguridad de datos industriales sensibles a través del
Aprendizaje Federado.

o Escalabilidad eficiente del entrenamiento distribuido mediante la utilizacion de
multiples nodos.

o Resultados prometedores en simulaciones con datasets reales EMNIST y CIFAR-10.

o Necesidad de estandares comunes para asegurar la compatibilidad y calidad en
arquitecturas distribuidas.

o Esta forma de colaboracion no solo permitiria mejorar procesos industriales
individuales, sino que ayudarian a mejorar la eficiencia del sector en su conjunto.

Algoritmo 2. Funcion, ave weights, de agregacion de los pesos de los modelos de cada cliente.

Input: A list n_client containing the number of training data points per client, and
another list weights _round with the weights from each client.

Output: Aggregated model weights ave _weights.

Initialize global weights ave_weights with null values.

i=0

FOR each nin n_client:

Create rec_weight with the weights weights_round|[i] from the client.

Scale rec_weight according to n.

Normalize rec_weight by the total sum of n_client.

Iteratively accumulate rec_weight into ave weights by summing element by
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